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Abstract—Aerial swarms consisting of multiple Unmanned
Aerial Vehicles (UAVs) have been applied across various domains.
Time synchronisation is important for swarm wireless networks.
However, most studies assume that UAV clocks are synchronised,
without addressing how synchronisation is achieved. Moreover,
existing control techniques are typically designed in a centralised
manner with a known topology, limiting their applicability to
large swarms or those with dynamic wireless networks caused
by high mobility or communication link failures resulting from
jamming attacks. These limitations may lead to the instability of
the controllers, or even the downtime of the entire swarm system,
particularly under the communication link failures. Therefore, in
this work, we propose leveraging Graph Neural Networks (GNNs)
to achieve resilient clock synchronisation among UAVs. First, we
integrate the heat kernel into the graph neural network, allowing
it to retain low-frequency graph signals while attenuating high-
frequency components. This is consistent with the aim of time
synchronisation, which is to ensure that the states of all the clocks
are the same, corresponding to low-frequency graph signals.
Meanwhile, we introduce a distributed GNN architecture with
low communication overhead, in contrast to existing decentralised
GNN: s that rely on fully-connected networks. Through adversarial
imitation learning, our GNN-based control policies achieve sim-
ilar synchronisation performance without requiring re-training
when scaled to large swarms, as compared to the centralised
controller using fully-connected wireless networks. Once trained,
the proposed GNN-based control policies are also resilient to
varying wireless networks, including temporary or permanent
communication link failures, and can maintain synchronisation
even when the swarm is split into two disconnected parts.

Index Terms—Graph neural networks, time synchronisation,
aerial swarms.

I. INTRODUCTION

ECENTLY, aerial swarms, which consist of multiple
Unmanned Aerial Vehicles (UAVs), have been utilised
in many domains, including logistics, resource distribution and
agriculture. Flying Ad-hoc NETworks (FANETS) are wireless
communication networks in which all UAVs (also referred
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to as vehicles or nodes) communicate directly with each
other, without any communication links to a ground station
[1]]. Time synchronisation is crucial for enabling data fusion,
distance measurements and collaborative control in such wire-
less networks [2]]. However, most existing studies implicitly
assume that all UAV clocks are synchronised, without explic-
itly addressing how such synchronisation is achieved in the
networks [2], [3]. Due to the high mobility of UAVs in aerial
swarms (often exceeding 30kmh~1'), the wireless network
changes continuously [[1]], [2]], [5]. In addition, communication
networks are susceptible to temporary or permanent wireless
communication link failures caused by jamming attacks[ﬂ
further contributing to the dynamic swarm network variations.
Thus, achieving time synchronisation in a mobile and dynamic
swarm communication network remains a non-trivial issue,
and without synchronisation, the swarm system may fail. In
this work, we aim to use Graph Neural Networks (GNNs) to
achieve resilient clock synchronisation, thereby addressing the
assumptions and challenges of synchronisation in swarms.

Time synchronisation has been studied in the control en-
gineering community under the topic of multi-agent systems.
However, existing control strategies (e.g. [[7]], [8]) are typically
designed based on known topologies in a centralised manner,
limiting their applicability to swarm systems with large-scale
or dynamically changing wireless networks. The transferable
[9] and decentralised [4]] characteristics of graph neural net-
works offer a promising solution to these challenges. Never-
theless, many GNN-based control policies are still evaluated
in centralised simulations. Although [10] implements GNNs
in a decentralised form, it adopts a fully-connected wireless
network among five vehicles, which could result in significant
communication overhead when applied to a large number of
UAVs.

Therefore, we propose distributed graph neural networks
to achieve clock synchronisation in aerial swarms, thereby
addressing the challenges of scalability and implementation.
Furthermore, we demonstrate that our trained GNN models are
resilient to varying wireless networks, including the temporary
or permanent communication link failures caused by jamming

'We consider jamming attacks in which a malicious jammer broadcasts a
high-power signal [6]. This not only disrupts packet reception by introducing
strong interference during data transmission, but also prevents UAVs from
accessing the wireless channel by continuously occupying it. In other words,
jamming attacks targeting the communication links between UAVs can lead to
temporary or permanent communication failures on the affected links (i.e. no
wireless packets can be successfully received on those links), thereby changing
the network topology. Attacks involving adversarial data injection into wireless
packets or partial data reception by UAVs are beyond the scope of this work.
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TABLE I
COMPARISON OF EXISTING PROTOCOLS.
. . One-hop Resilience to topological changes
Community Protocol Key algorithm Task or network-wide under link failures
2] Recursive averaging One-hop X
Communications PkCOs [12] Proportional-integral control One-hop X
BATS [14] Least squares regression One-hop X
R-PkCOs [8] Robust control Synchronisation One-hop X
Control theory [15] Max1mum 11ke11hood One-hop X
estimation
PISync [16] Adaptive control One-hop X
GCNNs .
Machine 1 ) and GRNNs [31] Graph neural network Flocking Network-wide X
achine learning [47] Graph neural network Network-wide X

attacks, and can maintain synchronisation even when the
swarm is split into two parts. Such a GNN-based control policy
may serve as a backup controller in safety-critical applications
[L1].

A. Related Work

We begin by analysing time synchronisation from the per-
spectives of communication and control. Next, we present
graph neural networks in both the spectral and spatial domains,
followed by their application in closed-loop systems. Finally,
we discuss the resilience of GNN-based control policies under
varying wireless networks, with a particular focus on the
temporary or permanent communication link failures induced
by jamming attacks.

In the literature, the Global Navigation Satellite System
(GNSS) is widely used as a reference clock to synchronise
all UAV clocks in an aerial swarm. Specifically, each UAV is
equipped with a GNSS receiver, enabling time synchronisation
across the swarm [5]]. However, GNSS signals are not always
available, such as in indoor environments or forested areas [/1]].

1) Time Synchronisation from Communication and Control
Perspectives: Owing to the significance of time synchronisa-
tion, it has been extensively studied in both the wireless com-
munications and control systems communities. The wireless
communications community has proposed packet exchange-
based algorithms (e.g. [2], [12]-[[14]]). In these approaches,
timestamps are locally generated by each clock and wirelessly
transmitted. Upon receiving packets containing these times-
tamps, the clock offset, which is the difference between UAV
clocks, is estimated and used for clock adjustment.

In packet exchange-based synchronisation methods, early
studies mainly focused on designing packet-exchange strate-
gies to accurately measure clock offsets, thus achieving time
synchronisation by applying correction values (obtained from
the offsets) to the clocks. Later, attention shifted to employing
advanced processing techniques, such as recursive averaging
[2], least squares regression [|14]] and maximum likelihood esti-
mation [15]], to further improve the precision of the correction
values. As shown in Table[l] the above studies only investigate
one-hop time synchronisation performance, while overlooking
synchronisation from a network-wide perspective.

For the control systems community, clock synchronisation
is typically studied under the topic of multi-agent systems.
Numerous control strategies, including dynamic control [7],

robust control [8] and adaptive control [[16], have been pro-
posed to achieve precise time synchronisation. However, the
parameters of these strategies are usually designed based on
pre-known network topologies in a centralised manner, which
limits their applicability in swarm systems with large-scale
structures or communication networks subject to topological
changes caused by the high mobility or the communication
link failures. Inspired by the transferable nature of graph neural
networks, this study proposes leveraging GNNs to achieve
resilient time synchronisation in aerial swarms with large-
scale or dynamically changing networks, thereby addressing
the challenges of scalability and implementation [4].

2) Graph Neural Network-based Control Policies: There
are two types of graph neural networks: spectral and spatial
GNNs. Graph neural network inference includes two phases:
the first phase involves aggregating and combining node or
edge features, while the second phase is pooling or readout.
The pooling/readout phase depends on the type of task, such
as node-level, edge-level, or graph-level tasks [17]-[19]. For
instance, the output from the first phase may be directly used
for node-level tasks, while a MultiLayer Perceptron (MLP) is
applied to handle graph-level tasks [17].

For spectral GNNSs, a spectral graph signal (obtained from
a spatial graph signal via the graph Fourier transform) is first
processed using a spectral filter (e.g. low-pass, band-pass,
or high-pass). Then, the inverse graph Fourier transform is
applied to convert the processed spectral signal back to the
spatial domain. The (inverse) graph Fourier transform requires
computing the eigendecomposition of the graph Laplacian
matrix, which demands intense computation, especially for
large graphs (i.e. large-scale FANETSs). To address this issue,
several studies propose using Chebyshev expansion [20] or
Jacobi basis [21]] functions to approximate the spectral filter,
thereby eliminating the need to calculate the eigenvectors of
the Laplacian matrix. Moreover, the work in [22] introduces
the Graph Convolutional Network (GCN) using a first-order
Chebyshev polynomial. In other words, each layer of the GCN
aggregates features from one-hop neighbours, which are then
used to calculate a new feature vector for the next layer.

Practically, reaching an isothermal equilibrium in the heat
diffusion process is similar to realising time synchronisation
in aerial swarms [23]]. In the heat diffusion process, heat
flows through the edges of a graph, and the diffusion rate
is proportional to both the temperature differences between
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adjacent nodes and the edge weights [24]]. The heat kernel [25]
has been used as a solution to the heat diffusion problem. In
the literature (e.g. [24f], [26], [27]), heat kernel-based GNNs
have also been proposed. The heat kernel can be regarded as a
low-pass filter, which smooths out the features of all nodes in a
graph and retains only the low-frequency graph signalsﬂ [24],
[26]], [28]]. It explicitly attenuates high-frequency graph signals
[26]], which is consistent with the aim of time synchronisation,
namely, letting the clock offsets of all UAVs converge to zero
(i.e. a low-frequency graph signal). Hence, in this work, we
are interested in leveraging heat kernel-based GNNs to study
time synchronisation in aerial swarms.

On the other hand, spatial GNNs usually define operations
by leveraging graph structural information, including node
and edge features. These operations are designed to aggregate
features from neighbouring nodes, which is also referred to
as the message passing scheme [[17]], [29]]. Due to this feature
aggregation mechanism, the GCN also belongs to the spatial
GNN category. Note that stacking ¢ GNN layers is equivalent
to aggregating (hidden) features from ¢-hop neighbours [18]],
[29].

In addition to node-level classification [22], [30]] and graph-
level classification [20], graph neural networks have also re-
cently been employed in closed-loop systems, such as flocking
[10], [31] and path planning [32]. The first phase of the GNNs
in [4], [10], [31] involves polynomial operations on a graph
matrix (e.g. a normalised adjacency matrix), while the second
phase is an MLP-based readout. However, the above GNN-
based control policies are conducted in centralised simulations.
The features of all vehicles are sent to a central vehicle
for processing via polynomial operations and an MLP, and
the processed data is then returned to each vehicle. Overall,
these GNNs fall into the category of centralised control
strategies [10]], [33[]. Even though [10] implements a GNN in a
decentralised form, it relies on a fully-connected wireless net-
work for communication. Such a decentralised GNN increases
communication overhead when scaled to a large number of
vehicles. To address this, we introduce distributed graph neural
networks, which avoid significant communication overhead in
aerial swarms, for time synchronisation in wireless networks.

Aerial swarms are particularly vulnerable to jamming at-
tacks [6]], [34]], as wireless communication links among UAVs
can be easily disrupted by various types of jamming, such as
constant [35]], reactive [36], deceptive, and random and peri-
odic jamming [37]]. The main differences among these attacks
lie in the specific strategies used by the malicious jammer to
transmit interfering signals. Nevertheless, the effects of such
attacks remain similar and can, without loss of generality,
be represented as the temporary or permanent communication
link failures, which in turn lead to the changes in the wireless
network topology. Such topological variations may further
result in the instability of time synchronisation systems in

2High and low frequencies in graph signals refer to variations between
nodes in a graph, rather than to temporal frequencies [e.g. fo and f[t] in Equ.
(T). with units of Hz], as in traditional signal processing. Low-frequency graph
signals represent that all nodes possess similar values, and show only minor
variations among adjacent nodes. Further details on high- and low-frequency
graph signals are provided in Section 3.

aerial swarms, particularly when control strategies are fixed
and designed based on known network topologies. Moreover,
an attack on the central UAV operating these centralised
control algorithms may cause the entire swarm to experience
operational downtime. Attacks involving adversarial data in-
jection into wireless packets are beyond the scope of this work.

Fortunately, several studies have shown that GNNs exhibit
transferability across diverse graphs [9]]. This property has
been analysed using various approaches, including the sam-
pling method [9], the stability approach [38]], and the graphon
method [39]]. However, these studies have thus far been
limited to open-loop systems. Integrating GNNs into closed-
loop systems poses new theoretical challenges, particularly in
the presence of adversarial attacks (i.e. dynamic changes in
the network topology during inference). To the best of our
knowledge, the resilience of GNNs in closed-loop systems
remains an open question. In addition to certifying the trans-
ferability of graph neural networks, adversarial training has
also been used to improve the resilience of GNN algorithms
[40], [41]]. Adversarially perturbed graphs are injected into the
training dataset to enhance GNN performance during inference
[42]. Therefore, this work focuses on adopting an adversarial
training approach to optimise the parameters of GNNs and
empirically evaluate their resilience under the temporary or
permanent communication link failures.

B. Contributions and Paper Organisation

In this study, we propose leveraging graph neural networks
to achieve resilient clock synchronisation among UAVs. The
heat kernel retains low-frequency graph signals while attenu-
ates high-frequency graph signals, which is consistent with the
aim of time synchronisation. We integrate the heat kernel into
the graph neural networks to improve clock synchronisation
performance in swarms. Then, we introduce the distributed
GNN architecture, which can avoid significant communication
overhead, compared to the existing decentralised GNNs that
rely on fully-connected networks. Through the adversarial
training scheme, our GNN-based control policies achieve sim-
ilar synchronisation performance without requiring re-training
when scaled to large swarms, as compared to the centralised
controller using fully-connected wireless networks. Further-
more, once trained, the proposed GNN-based control policies
are also resilient to varying wireless networks, including the
temporary or permanent communication link failures resulting
from jamming attacks, and can maintain synchronisation even
when the swarm is split into two disconnected parts.

The rest of this paper is organised as follows: Section
2 presents the preliminaries and problem description. Next,
Section 3 introduces the distributed graph neural network
architecture using the heat kernel, which is trained using the
adversarial imitation learning scheme. Then, the simulation
results are shown in Section 4. Finally, Section 5 concludes
this work.

II. PRELIMINARIES AND PROBLEM DESCRIPTION

This section starts by presenting the widely used clock
model and the centralised networked controller based on a
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TABLE II
MAIN NOTATION TABLE.
Symbol Description
ot], 7[t Clock offset and skew at the time instant ¢.
wp [t], w~ [t Clock offset and skew noises at ¢.
ug[t], u~|t Offset and skew control inputs at ¢.

T Clock update interval.
Networked clock state at ¢,

x[t] including all clock states =[t] = [0[t], ~v[t]] .
’ Networked control input at ¢,
uft] consisting of all control inputs u[t] = [ugt], u,[t]]".
Networked clock noise at ¢,
w[t] containing all noise components w(t] = [wyt], w~[t]].
Lay Swarm Laplacian matrix

for a fully-connected wireless network.
F* The centralised controller.
Time-varying Laplacian matrix at ¢,

L{t] induced by mobility and wireless link failures.
H Feature matrix with
¢ G hidden features at the /-th GNN layer.
W A set of learnable weight matrices Wy .
for the k-th polynomial term at the /-th GNN layer.

P Heat kernel hyperparameter.

L Number of GNN layers.

clt] Cost for GNN evaluation and testing at ¢.
Alt] Synchronisation precision at the time instant ¢.

fully-connected communication network, which is considered
the expert control policy in imitation learning. We then briefly
introduce decentralised GNN-based control policies and de-
scribe the problem addressed in this work.

A. Basics of Conventional Time Synchronisation

In the wireless network of an aerial swarm with N UAVs,
if two UAVs are within the communication radius R of each
other, they can establish a bidirected communication link to
exchange wireless packets. The weight a,,, which is an ele-
ment of A, is equal to 1 (i.e. apq = aqp = 1); otherwise, it is
zero. A indicates the adjacency matrix of the swarm’s wireless
network, and D is the diagonal degree matrix of the commu-
nication network. The network Laplacian matrix is defined as
L = D—A. The eigenvalues and eigenvectors of the Laplacian
matrix L are denoted by A = diag(\1, A2, ..., An)
and U = (u1, ug, -+, up), respectively, and we have
L = UAUT. The i-th column of U (i.e. u;) corresponds
to the frequency component associated with eigenvalue ;.
A small eigenvalue means that the corresponding eigenvector
is a low-frequency graph signal, while a large eigenvalue
represents a high-frequency graph signal. The non-negative
eigenvalues are typically ordered as A\ < Ay < -+ < Ay,
The orthogonality of U = (w1, wue, ..., uy) implies that
u;ruj = 0 when i # j, and w; u; # 0. The graph Fourier
transform of a graph signal x € RY is x = U'x, and its
inverse graph Fourier transform is given by x = Ux. Here,
Xy = UI\z represents the frequency component of x at the
frequency A, and U., is the corresponding eigenvector. The
main symbols are summarised in Table

For an embedded system, the clock module is composed of
a crystal oscillator and a chain of counters [[12]. At the ¢-th
reference time instant, provided by an ideal clock with nominal
frequency fy, the local time of a non-ideal clock module

operating at frequency f[t] is commonly denoted by C]t].
The behaviour of a free-running non-ideal clock is typically
modelled as a double integrator:

O[t + 1) = 0[t] + 7y[t] + welt] o
Y[t + 1] = ~[t] + w,[t]

where 0[t] and ~[t] represent the clock offset and skew,
respectively, at the ¢-th time instant. The clock offset is defined
as 0[t] = C[t] — Cop[t], where Cylt] is the ideal clock time.
The clock skew is given by [t] = (f[t] — fo)/fo. T is the
clock update interval (or step size). The offset and skew noises
wp[t] and w,[t] are modelled as uncorrelated white Gaussian
processes with variances 7o and T0,2y, respectively [43].

If no synchronisation solution is employed in the swarm,
each UAV possesses a non-ideal clock indicating a different
time C[t], owing to the presence of §[0], ¥[0], wy[t] and w- [t].
However, through wireless exchange of clock information
among UAVs, the clock offset and skew can be measured,
thereby obtaining the clock offset adjustment value ug[t] and
the skew adjustment value u,[t]. The aerial swarm achieves
time synchronisation by applying ug[t] and w.[t] to each
UAV clock. Similar to [7], we modify Equ. to model the
synchronisation of networked clocks:

x[t + 1] = x[t]A + ult] + w[t], ()

where x[t] = [z] [t], =] [t], ..., x;[t]]—r € RV*2 is the net-
worked clock state (which also represents the graph signals),

and the local clock state z[t] is given by x[t] :JH[t}, MU
Similarly, uft] = [u[t], ug[t], ..., upy[t]] € RN*2

denotes the networked control input, and w[t] is defined as
ult] = [uglt], uy[t]]—r, with values determined by different
control strategies. The networked clock noise is given by

wlt] = [wl [, @l [t], .-, whlf]] " € RV*2, and w[] is
equal to w[t] = [wg[t], w[t]]. The system matrix A is given
by
1 0
a= ]

Until now, many control strategies have been proposed for
calculating u[t]. To achieve time synchronisation, we adopt
a centralised networked controller based on a fully-connected
communication network for imitation learning:

uft] = F*(x[t] | Lsun)

3
= qu”X[t]K ( )

where Lg, denotes the Laplacian matrix of the swarm fully-
connected wireless network, K is the networked control
gain. The networked clock state x[t] is used to calculate
the networked control input ulft]. In the following, the above
centralised networked controller 7* in Equ. (3) is referred to
as the expert control policy for imitation learning.

By combining Equs. (Z) and (3), the closed-loop networked
clock synchronisation system under the centralised networked
controller is obtained as follows:

{xn+u:xmA+um+wm

ll[t] = qu||X[t]K (4)
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Utilising the fully-connected wireless network leads to
significant communication overhead, particularly for a swarm
with a large number of UAVs. Thus, a fully-connected wireless
network is uncommon in practice. In addition, the network
topology may vary over time due to the high mobility of
UAVs and the presence of the communication link failures.
The swarm network Laplacian matrix L[¢] at the ¢-th time
instant is given by:

L[t] = Linit [t] + ALvar[t] + ALja\m[t] (5)

where Liy[t] is the initial Laplacian matrix, ALy, [t] implies
the topological perturbations caused by frequent changes in
the highly mobile wireless network, and ALj,m[t] represents
the temporary or permanent communication failures resulting
from jamming attacks. If the communication link between two
UAVs is disrupted by a jamming attack, the corresponding off-
diagonal elements in the Laplacian and adjacency matrices
become zero (i.e. a,q = aqp = 0).

By incorporating the time-varying wireless network topol-
ogy L[t], Equ. () is modified as follows:

{x[t +1] = x[t}A + uft] + w[t]

ult] = LIt)x[]K][{] ©

Typically, designing the networked control gain requires con-
sideration of the network topology. The value of K|t] depends
on the Laplacian matrix, and any change in the matrix neces-
sitates a re-design of KJt] [7].

To summarise, conventional control methods are usually
designed in a centralised manner based on a known network
topology [e.g. L[0] in Equ. @]. The pre-determined control
gain K[0] may not be applicable to an aerial swarm with
a time-varying communication network, and a re-design of
K[t] is required at the time instant ¢t. Moreover, an attack on
the central UAV operating these centralised control algorithms
may lead to the downtime of the entire swarm system. Our
interest lies in using imitation learning to let the GNN-based
control policies mimic the centralised controller in Equ. (3).
The trained GNN models are resilient to topological changes
in the swarm communication network, such as those caused
by the temporary or permanent communication link failures.

B. Problem Description

Thanks to the inherently transferable and decentralised
nature of graph neural networks, GNN-based control policies
may overcome the above issues associated with the tradi-
tional control methods. However, the decentralised GNN-
based control policies that rely on fully-connected wireless
networks also result in significant communication overhead
in a swarm with a large number of UAVs. In addition, the
GNNs composed of graph matrix polynomials tend to amplify
high-frequency graph signals while suppressing low-frequency
components. This behaviour conflicts with the purpose of
synchronisation, which involves keeping only low-frequency
graph signals.

Our goal is twofold. First, we propose distributed GNN-
based control policies that integrate the heat kernel and imitate
the centralised networked controller 7* in Equ. (3). The

proposed distributed GNN architecture involves communica-
tion only among one-hop neighbouring UAVs. The integra-
tion of the heat kernel into the GNNs explicitly attenuates
high-frequency graph signals. Consequently, the trained GNN
models achieve similar synchronisation performance without
requiring re-training when applied to a swarm with large-scale
or changing wireless network due to the high mobility, as
compared to the centralised controller using a fully-connected
communication network. Second, our GNN models trained
through adversarial imitation learning are resilient to a varying
wireless network, particularly in the presence of the temporary
or permanent link failures.

Therefore, the proposed GNN-based control policies for
time synchronisation ensure that all UAVs maintain identical
offset and skew values, even in swarms with large-scale
structures or communication networks subject to topological
changes due to the high mobility or the communication link
failures. That is,

lim x " [{]L[]x[t] = 0axo (7)
t—o00
where 0542 is a 2 x 2 diagonal matrix with all diagonal entries
equal to zero.

Remark 1. The random fluctuations of the clock frequency
f[t] in Equ. are dominated by random-walk Frequency
Modulation (FM) noise and white FM noise [43]]. It is usually
sufficient to consider these two types of noise to represent the
dynamics of the clock frequency [44]. For example, the clock
models in [43] and [44], and the references therein, all assume
that the clock noise is Gaussian. The finite-order state model
fails to model flicker FM noise, and the double-integrator state-
space model in Equ. also cannot include this noise [43]],
[45]].

The impacts of Phase Modulation (PM) noise are short-
term, usually affecting timescales shorter than the typical
time synchronisation cycle of 1s [43], which corresponds
to the order of magnitude commonly adopted in wireless
communications, such as in the IEEE 1588 synchronisation
protocol. Accordingly, it is reasonable to assume that such
synchronisation schemes have a negligible effect on the per-
formance of the local clock with respect to both types of phase
noise. Therefore, their contributions are not considered in our
clock model.

Remark 2. The derivation of the networked control gains in
Equs. @) and () is beyond the scope of our study. We aim
to use GNNs to imitate the centralised networked controller.
Readers interested in the design and derivation of K][t] are
referred to our prior work [7]], where we design a networked
controller guaranteeing that the achieved time synchronisation
performance is robust to the networked clock noise wt].

III. DISTRIBUTED GRAPH NEURAL NETWORKS

In this section, we first analyse the impact of the Tanh
activation function in GNNs from a spectral perspective, and
integrate the heat kernel into graph neural networks. Then, we
introduce the distributed graph neural network architecture.
Finally, we leverage adversarial imitation learning to train the
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Fig. 1. Frequency components of graph signals before and after applying the
Tanh function at ¢ = 2 (upper) and ¢ = 900 (lower). Blue represents the
graph signal components before applying Tanh, while orange corresponds to
the components after applying Tanh.

proposed GNNss, resulting in the GNN models that are resilient
to varying swarm networks caused by the communication link
failures.

A. Graph Neural Networks with the Heat Kernel

So far, GNNs have been extensively studied from both the
spectral and spatial perspectives. The inference process of
GNNs is usually divided into two phases. The aggregation
and combination phase consists of L layers, with each layer
represented as a K-th order polynomial of the Laplacian
matrix L € RV*V | yielding:

K
Hypy =0 (Z LkHeWe,k> (3

k=0

where H, = {h}, h%, ey hff € RN*Ge represents the
feature matrix at the ¢-th layer, and G, is the number of
(hidden) features at this layer. H, contains G, graph signals
[46], with each column h{ representing a graph signal corre-
sponding to one feature at the /-th layer. W, € RGexGei1
denotes the learnable weight matrix corresponding to the k-th
polynomial term at the ¢-th layer, and o is the element-wise
activation function.

In [10], [31], [32], [47], o in Equ. @I) is the tangent
activation function (i.e. Tanh). We analyse the role of Tanh
in GNNs from the spectral perspective. Given the element-
wise Tanh operation applied to the graph signals x[t] in the
spatial domain, we investigate its equivalent effects, denoted
as Tanh’, on X[t] in the spectral domain, following

Tanh’ (%X[t]) = U' Tanh (UX[t]) )

This implies that different frequency components are first
transformed via U, then attenuated through the element-wise
Tanh function, and finally redistributed to each frequency
via UT. Fig. [l| shows that Tanh typically suppresses the
frequency components, especially those corresponding to large
frequency values of A. This is particularly true during con-
vergence (i.e. ¢ = 2). However, suppressing the frequency
components may increase the convergence time. We conclude
that the Tanh function is not critical, which is also consistent

with the results in [18]]. Therefore, no activation function is
used in our work.

In the following, we remove the Tanh activation function
from GNNs, and analyse Equ. (8) in the spectral domain:

K
Hypy =Y LMH W
k=0
=H,Wyo

+ (Mwu] + -+ Avunug) HoW,
4ot ()\{(U1U1T 4ot )\I]\(,UNUI,) H,W,
=H,Wy,

+ uyu] Hy ()\1WZ,1 + )‘{{W&K)
4+t uyuZH AW+ + Aﬁwﬂ()

=U (XK: AF (UTHY) WM> :

k=0

(10)

From Equ. (I0), it can be seen that the graph Fourier transform
is first utilised to convert the graph signals H, € RV X% from
the spatial domain to the spectral domain. Then, by applying
the matrix polynomial Zszo AF(-YW, ;. and the inverse graph
Fourier transform, we finally obtain the filtered graph signals
H,,; € RVXCer1 in the spatial domain.

In Equ. (10), {wiu], upug, ..., uyul} is a set of
basic filters [26], [27]. (A\iWe,1 + ATWea + -+ AEW, k)
represents the basic filter coefficient, which also indicates the
magnitude of a graph signal that can pass through the filter
u;u; . Note that the message passing scheme (i.e. aggregation)
in the spatial domain is essentially equivalent to filtering with
N basic filters in the spectral domain. For each eigenvector
u; of the Laplacian matrix L, its corresponding eigenvalue \;
can characterise the smoothness of u;:

N

Z apq (Wi (p) — u; (Q))z .
p=1,9=1
From Equ. (II), a small eigenvalue ); indicates that the
corresponding graph signal w; carries tiny variations across
adjacent nodes, and is thus considered a low-frequency (i.e.
smoother) graph signal. Conversely, a large eigenvalue for u;
suggests a high-frequency (i.e. less smooth) graph signal wu;
[48], [49]. This implies that the high and low frequencies in
this work refer to variations across the nodes of the graph,
rather than to temporal frequencies [e.g. f[¢] in Equ. ].

If no time synchronisation algorithm is applied in aerial
swarms, each UAV possesses distinct clock offset and skew
values. The initial networked clock state x[0] on the graph
corresponds to high-frequency graph signals. Once a synchro-
nisation solution is employed and all clocks in the wireless
communication network are synchronised, the UAVs share the
same clock offset and skew values, resulting in x[oc] becoming
low-frequency graph signals. This implies that the purpose of
time synchronisation is to evolve the high-frequency graph
signals x[0] into the low-frequency graph signals x[oc] at
the steady synchronised state. However, the GNNs in [10],
[31], [32], [47], which consist of several instances of Equ.
(8), assign greater weight to high-frequency basic filters and

T

Y

DN | =
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lesser weight to low-frequency ones. In other words, the
GNNs in these studies amplify high-frequency signals while
suppressing low-frequency graph signals. By contrast, the heat
kernel smooths out the features of all nodes in a graph and
retains only low-frequency graph signals, explicitly reducing
the impact of high-frequency components [26]], which is
consistent with the aim of synchronisation. From [25], the
heat kernel is defined as

e~ P 0 . 0
0 e—PrAz ... 0
fA)=e PP = (12)
0 0 e P

where p > 0 is the hyperparameter, and it controls the heat
diffusion rate. We propose to use the heat kernel in Equ. (I2)
for graph neural networks, yielding:

K
Hp 1 =U <Z F (A" (UTHY) WM)
k=0

=H,W,,

+ (e PMuguy T+ e PNuyuy ) HiW
ot (e KPP gy T

+ efK’”\NuNuNT) H/W, (13)
=HW,o+e "HW, i+ +e KPPHW,

K
=> e "EH W,
k=0

where e~¥PAi is the weight assigned to the basic filter w;u; |,

which decreases as \; increases. In Equ. (8], the eigenvalue \;
corresponding to u,; represents the frequency of graph signals
can pass through the filter w;u;”. It can be seen that the
proposed GNN integrating the heat kernel [i.e. Equ. (I3)] can
retain low-frequency signals while suppressing high-frequency
graph signals; the above characteristic is missing in Equ. (§).

From the graph spectral perspective, the input to GNNs may
contain both high- and low-frequency components. However,
when using the heat kernel-based GNNs, the high-frequency
components are exponentially attenuated due to the low-pass
nature of the heat kernel [see Equ. @I)]. As a result, the
output of the heat kernel-based GNNs mainly retains the low-
frequency components of the input graph signals. It is impor-
tant to note that low-frequency graph signals correspond to
smooth, globally consistent variations across the nodes, rather
than constant values. Thus, these smoothed GNN outputs
ensure that all nodes (i.e. UAVs) adjust their local clocks
in a coordinated manner, thereby gradually achieving time
synchronisation in aerial swarms.

B. Distributed Graph Neural Networks for Synchronisation

Modifying the term L*H, in Equ. to the recursive form
L (L*~'H,) allows GNNs to iteratively aggregate features
from successive one-hop neighbours at each node until £ = K.
This means that L*H, contains aggregated information from
the k-hop neighbourhood of each node. Such a recursive form
lets GNNs naturally exhibit the decentralised characteristic.

For the decentralised GNN approach, UAVs in a swarm
are divided into multiple clusters. In each cluster, UAVs
communicate with their corresponding cluster head. However,
in [10]], [50]], a fully-connected wireless network is adopted
in each cluster to enable communication among UAVs. As a
result, this setup turns every UAV into a cluster head, which
increases the communication overhead in the aerial swarm.
Moreover, in [31f], [32]], [47], the GNN-based control policies
in Equ. are simulated in a centralised manner: for example,
by pre-computing L*H, prior to GNN inference [18]. Yet,
simulating GNNs in these manners is not consistent with their
decentralised nature [33]]. Therefore, we set K in Equ. @]) to
one (i.e. K = 1), following:

Hyp s =H Wy o+ LH,W, (14)

Each layer in Equ. (I4) aggregates only the hidden features of
one-hop neighbours for each node. This implies that stacking
L layers of Equ. (14) allows every node to aggregate the
features of its L-hop neighbours [18], [29]], [S1], thereby re-
alising distributed message passing and aggregation in GNNss.
Likewise, through letting K = 1, Equ. (I3) is modified to

Hyy =HWoo+e P"HW, (15)

In the proposed GNN architecture, no activation function
o is included. We aim to apply GNNs to realise clock
synchronisation in aerial swarms, which is formulated as a
node-level regression task. Hence, there is no need for the
MLP-based readout used in [31]] and [47].

As shown in Fig. 2] each UAV in the swarm is modelled
as a node in our GNN architecture, where the one-hop feature
aggregation is equivalent to the one-hop packet exchange be-
tween neighbouring UAVs. Since both processes rely on local,
one-hop interactions, the swarm’s distributed communication
network can be naturally represented by the GNN’s message-
passing scheme. By stacking multiple layers (e.g. L) in the
form of Equ. (I4), each node can aggregate information from
its L-hop neighbourhood, without requiring direct communica-
tion through a fully connected network topology. Meanwhile,
in the swarm communication network, each UAV exchanges
packets only with its one-hop neighbours, and there is no
reliance on any cluster head. This mutual alignment between
the swarm communication pattern and the GNN architecture
allows a distributed implementation, which in turn effectively
reduces communication demands in the swarm. Moreover,
there is no central or cluster-head UAV in our architecture,
which prevents the swarm from experiencing downtime due
to attacks on individual UAVs.

In Equ. (I6), we build our proposed linear graph neu-
ral network, denoted by P, (x[t], L[t]; W), where W =
{(Weo, Wy1), £=0, 1, ..., (L—1)} is the set of learn-
able weights. The layer-wise computation of the proposed
graph neural network at the ¢-th time instant is presented in
Fig. 2| The GNN input is the networked clock state x[t],
namely, Hy = x[t]. Each layer performs a one-hop feature
aggregation to compute the next hidden features. This process
is repeated L times, resulting in the output H;, = u[t], which
contains the control input u[t] for each UAV. The GNN is
parameterised by the weights W, which are optimised offline
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2 © u[t € u[t] is independently computed using
%3; welghts and applied for clock adjustment
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Fig. 2. Time synchronisation in an aerial swarm using the distributed graph neural network architecture. Each UAV’s clock is represented as a node in the
GNN, while communications between neighbouring UAVs are modelled via learnable weights. Stacking multiple GNN layers allows multi-hop information
aggregation, which is similar to multi-hop wireless communication within the swarm.

x[t +1] = x[t]A +ult] + wlt],
uft] = S L[ ( (ZL[t] []w0k> )Wm,k (16)
k=0 k=0
x[t + 1] = x[t]A + uft] + wlt],
(17)

uft] = Z e~ krL[t] ( .. (Z ekPL[t]X[t]Woﬁk> i ) Wi _ 1k

by minimising a training loss [see Equ. to imitate the
expert controller /*. During inference, each UAV only needs
to store the relevant weights for its local neighbourhood and
can independently compute its control input w[t], thereby
enabling distributed synchronisation across the swarm.

Similarly, ®y, (x[t], L[t]; W) is used to denote our GNN
based on the heat kernel [see Equs. (I3) and (I7)]. The
closed-loop networked synchronisation systems under these
GNN-based control policies are described in Equs. and
(7). For clarity, we adopt @ (x[t], L{t]; W) to represent the
proposed distributed GNNs, namely, @, (x[t], L[t]; W) and
@y, (x[t], L[t]; W), in the following.

C. Adversarial Imitation Learning

In addition to introducing the distributed graph neural
network architecture, we also investigate the resilience of
GNNs to varying wireless networks caused by the high

mobility or the communication link failures. The graph neu-
ral networks are trained using both imitation learning and
adversarial training. Imitation learning allows the model to
learn a policy that mimics the behaviour of the centralised
controller from demonstrations. Adversarial training optimises
the GNN parameters by using perturbed input graphs, thereby
enhancing the model’s resilience to changes in the network
topology. Typically, this training strategy is formulated as
a bi-level min-max optimisation problem, consisting of two
iterative processes: (i) generating perturbations Jy, to maximise
[ (x[t], (L+dr); W) —F* (x[t] | L) [|, and (ii) updat-
ing model parameters W to minimise the same objective.

In this study, we leverage imitation learning to train GNNs
® (x[t], L[t]; W) from a dataset composed of input-output
pairs from Equ. ({@). Here, the input refers to the value sent to
the centralised controller 7* [i.e. x[t] in Equ. ()], while the
output corresponds to the value computed by F™ using a fully-
connected wireless communication network [i.e. uft] in Equ.
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(@)]. Instead of adversarially injecting topology perturbations
to solve the first maximisation problem, we use the time-
varying Laplacian matrices {L[t]} from Equ. to optimise
the model parameters by minimising ||® (x[t], L[t]; W) —
F= (x[t] | Lea) |.

To do so, we minimise the expected norm of the difference
between the GNN outputs @ (x[t], L[t]; W) and the cen-
tralised controller outputs F* (x[t] | L¢y) over the probability
distribution of x[t] under the centralised controller, yielding:

W* = arg HVﬂVHE[H<I> (x[t], Llt); W) —F* (x[{] | qu“JI\L

where ||| is the norm of graph signals. For example, consider
graph signals H € RV*¢ with G features, the norm of H
equals |H| = Zle |lh9||2. The probability distribution of
x[t] under the centralised controller 7* is usually unknown.
To address this issue, we collect M samples of the pairs
(Xm[t], upn[t]) from Equ. (@) under the centralised controller
F*. By applying the law of large numbers [39], it is reasonable
to approximate Equ. (I8) using the following form:

e 1 M
W :argn%nﬂngl [H@(xm[t], Lit]; W) .

- 7 (ot L) ||

where W* in Equ. is close to W* in Equ. when
M is sufficiently large. L[t] represents the changing wireless
networks resulting from the high mobility of UAVs, which
are not affected by the communication link failures during
training. The validation and test graphs (i.e. swarm network
Laplacian matrices) are excluded during training.

For the non-convex optimisation problem in Equ. (I9), the
Stochastic Gradient Descent (SGD) algorithm [26]], [47] is
commonly used to find the learnable parameters W, letting
the trained model generalise well to the test set [31]. This
allows the trained GNN model to mimic the behaviour of the
centralised controller /*. Even though W and K differ in
form, they yield similar input-output pairs, thereby achieving
comparable control performance. The networked control gain
K of the centralised controller is designed to guarantee the
stability of the closed-loop synchronisation system in Equ. ({@);
therefore, the GNN-based control policy is expected to inherit
this stability property [52].

The GNN models trained via the adversarial imitation learn-
ing scheme, by minimising Equ. under changing networks
caused by the high UAV mobility, demonstrate resilience to
the wireless link failures induced by jamming attacks, as
shown in the simulation results. However, the integration of
GNNs into the closed-loop systems introduces new challenges
for theoretical analysis, particularly in terms of resilience
under time-varying network topologies. To the best of our
knowledge, the resilience of GNNs in such systems remains an
open question. While we rely on empirical evidence to support
the resilience of our distributed GNN-based control policies,
the certification of their resilience in the closed-loop systems
with time-varying network topologies will be addressed in
future work.

During validation and testing, in order to evaluate the time
synchronisation performance of a given controller in a swarm,
we use the following metric:

cm=$ 3 eam—g S 001
a€Ult] Beult] i 20)
1 1
+é Z T’Ya[t]—a Z Tﬁ/ﬁ[t]

acUlt] BeU(t]

where U[t] denotes the set of unattacked UAVs at the time
step t, Q@ = |U]t]| is the number of such UAVs. 6,[t] and
Ya[t], respectively, are the clock offset and skew of the a-th
UAV’s clock [see Equ. (I)]. The cost in Equ. (20) measures
the deviation of each unattacked UAV’s clock offset and
skew from the averz;ge offset and skew in the swarm. The
accumulated cost ), c[t] reflects the convergence speed of
clock offsets and skews in the swarm, and also reports how
good the synchronisation objective is achieved in the end. Note
that Equ. (20) is equivalent to Equ. (7), as both quantify the
deviation from the average value among unattacked UAVs over
time. The proposed graph neural networks ® (x[t], L[t]; W)
are trained offline, with only inference performed online.

IV. SIMULATIONS

Here, we evaluate the performance of our distributed graph
neural networks, which are implemented in PyTorch 1.11.(ﬂ
for time synchronisation in aerial swarms. First, we analyse
the effects of hyperparameters on time synchronisation per-
formance. Then, we compare the proposed distributed GNNs
with several approaches. Finally, we empirically demonstrate
the resilience of the proposed GNN-based control policies
to changes in the swarm wireless network caused by the
communication link failures.

In the simulations, the aerial swarm contains 50 UAVs, each
represented by the kinematic model in [[11]]. The flocking and
collision avoidance algorithm, along with the swarm kinematic
parameters, is adopted from [31]. The swarm flocking duration
and clock update period (i.e. step size) are set to 10s and
10ms, respectively. If two UAVs are within the wireless
communication radius R (where R = 2m) [31], they can
establish a communication link, thus forming a bi-directional
swarm wireless network. We normalise the Laplacian matrix
L[t] by its maximum eigenvalue. In the swarm, each UAV
is equipped with a clock modelled by Equ. (I). The initial
clock offset and skew are set to 100 ps and O parts per million
(ppm), respectively, and are further randomised using normal
distributions with zero means and standard deviations of 50 us
and 50 ppm, respectively [8]]. Clock offset and skew noises
are not simulated in this work.

We adopt the above configurations to generate the dataset,
which consists of 400 clock synchronisation trajectories for
training, 20 time synchronisation trajectories for validation,
and 20 synchronisation trajectories for testing. We train the
GNNss for 30 epochs using the Adam optimiser with a learning

3https://github.com/zongyan/GNNSync
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AVERAGE AND STANDARD DEVIATION OF 3.7 c[t] FOR DIFFERENT

TABLE III

HYPERPARAMETERS OF &, (H; L, W).

MEAN AND STANDARD DEVIATION OF Z?:O C[t FOR DIFFERENT

L
G 2 3 4
16 3.96 £1.44 12.33 £3.96 | 568.73 £ 1061.95
32 1.93 +£0.32 2.95 1+ 0.68 210.99 £ 296.71
64 1.14 + 0.21 1.36 £ 0.31 20.14 £ 8.50
TABLE IV

HYPERPARAMETERS OF ®| (H; L, W).

G 2 3 4
16 4.14£3.15 | 6.87£5.02 | 13.60 £+ 13.64
32 1.69+£0.57 | 1.224+0.17 1.17+0.15
64 1.11+£0.18 | 1.00£0.16 | 0.99 £ 0.15

rate of 0.0005. The loss function for imitation learning is
the mean squared error between the GNN output and the
centralised controller output [which is the same as in Equ.
(I9)]. The batch size is set to 20, and every 5 training
steps, ZtT:o c[t] is calculated on the validation set. We utilise
the GNN models that achieve the lowest value of ZtT:o clt]
on the validation set for testing. We report the mean and
standard deviation of the accumulated cost EZ:O c[t] across
10 randomly generated dataset realisations.

In addition, there is no leader UAV in the swarm, and all
the algorithms aim to synchronise the UAV clocks to achieve
consensus during the simulations. We define the following
precision metric, A[t], to evaluate the synchronisation perfor-
mance [53]:

Alf] = g 3 oamfg S 0

acU(t]

2L

A. Hyperparameter Selection

The heat kernel hyperparameter p is set to p = 1. We
test different values of the hidden feature dimension G, €
{16, 32, 64} and the number of layers L € {2, 3, 4} for
the distributed GNNs with and without the heat kernel. Tables
and [V] summarise the results. The accumulated cost of
the GNNs using the heat kernel decays as the number of
layers increases, whereas the linear GNNs without the heat
kernel exhibit the opposite behaviour. This is due to the non-
linearities introduced by the heat kernel [see Equs. (I4) and
(I5)]. We also find that utilising more hidden features can
enhance GNN performance. In the following simulations, we
select Gy = 64 and L = 2 for the GNNs &y, (x[t], L[t]; W)
with the heat kernel, whose layer configuration L coincides
with that of the GNNs in [26]]. The value of G, and L for the
linear GNN &, (x[t], L[t]; W) without the heat kernel are set
to Gy = 64 and L = 4, respectively.

B. Distributed GNN-based Control for Time Synchronisation

In order to evaluate the performance of the proposed dis-
tributed GNN-based control policies, we compare them with

= w ]
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Fig. 3. Evolution of the clock offset, skew, and precision under the proposed
distributed GNN-based control policy ®y, (x[t], L[t]; W) (solid line), the
centralised controller using a fully-connected wireless network F* (dashed
line) and the conventional distributed controller (dotted line).

several control approaches: (i) the centralised controller, (ii)
a conventional distributed controller, and (iii) state-of-the-
art GNN-based control policies. Moreover, we investigate the
scalability of our proposed distributed graph neural networks
across different swarm sizes.

1) Performance Comparison between the Proposed GNN-
based and Existing Controllers: First, we compare the dis-
tributed GNN-based control policies with the centralised
controller F*, which uses a fully-connected communication
network, and the distributed controller [8[]. Fig. [3| presents
the evolution of the clock offset, skew, and synchronisation
precision under our distributed GNN-based control policy
®y, (x[t], L[t]; W) and two traditional controllers.

We train the proposed distributed graph neural networks
to learn a control policy that mimics the behaviour of the
centralised controller F* using a fully-connected commu-
nication network. In terms of the offset and skew, both
@y, (x[t], L[t]; W) and F* achieve similar performance. As
illustrated in Fig. |3] the mean precision A[t] in the synchro-
nised state (i.e. from step 900 to 1000, corresponding to 9s to
10s) across 10 randomly generated realisations is comparable
under both @}, (x[¢], L[t]; W) and F*, with values of 5.40 x
10~ ps and 7.91 x 10~ ps, respectively. Even though the
time synchronisation precision A[t] under ®y, (x[t], L[t]; W)
is slightly higher than that of the centralised controller, it ef-
fectively reduces communication overhead through the layered
design of the distributed communication scheme. The conven-
tional distributed controller exhibits slower convergence and
yields a larger mean precision of 0.8437 us, compared to both
the proposed GNN-based control policy and the centralised
controller. This may be because the fixed control gain, which
is designed based on the known initial communication network
topology, cannot adapt to frequent topology changes caused by
the UAV mobility.

2) Performance Comparison among GNN-based Control
Policies: We then compare our proposed distributed GNNs
with the method in [31] and its variants. Here, we mainly focus
on the GNN-based control policies, as a comparison between
GNN-based and fully-connected neural network-based control
policies has been conducted in [4]. The Graph Convolutional
Neural Network (GCNN) with the readout phase is adopted
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TABLE V
AVERAGE AND STANDARD DEVIATION OF Z%F:O c[t] FOR DIFFERENT
TRAINED GNN MODELS.

Normalised Normalised
Laplacian matrix | adjacency matrix
GCNN w readout [31] 6.13 £ 1.58 6.23 £ 1.56
GCNN w/o readout 8.67 £ 2.26 9.27 + 2.23
Dist. GNN w/ heat kernel 1.13+0.14 1.09 £+ 0.38
Dist. GNN w/o heat kernel 1.01 £0.13 0.78 £0.34
1.0
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Fig. 4. Evolution of the clock offset under @y, (x[t], L[t]; W) for different

swarm sizes.

from [31]] and used as our baseline. This model consists of a
single layer (i.e. L = 1) with K = 3 and G, = 64, along with
the 64-2 MLP-based readout. The Tanh activation function is
also adopted in this GCNN model [31]] [see Equ. @)].

Table |V| shows the comparison results. It can be seen that
our distributed GNNs outperform the GCNN model in [31]].
From Equ. (), time synchronisation in aerial swarms using
the centralised controller is a linear system. By removing the
activation function (i.e. Tanh), the proposed distributed GNN
| (x[t], L[t]; W) without the heat kernel represents a linear
parameterisation of the centralised controller. In this study,
the GNN parameterisation of the controller aligns with the
linear characteristics of the networked clock model [i.e. Equ.
([)1. Thus, our proposed GNN model @, (x[t], Lt]; W) can
achieve better synchronisation performance. This means that
including a activation function may not necessarily be benefi-
cial for improving GNN performance, and similar observations
can also be found in [18]].

From Table V| although &y, (x[¢], L[t]; W) with the heat
kernel performs slightly worse than ®; (x[t], L[t]; W)] with-
out it, the latter uses more layers (i.e. L = 4) compared
to the distributed GNN with the heat kernel (i.e. L = 2).
Stacking more layers requires exchanging additional multi-
hop UAV information, which increases the communication
overhead. The distributed GNN @y, (x[t], L[t]; W) with the
heat kernel achieves competitive performance under the same
architectural settings, as indicated in Tables [[TI] and In
addition to leveraging the Laplacian matrix, we also train
and test GNNs using the adjacency matrix. GNNs trained
using Laplacian and adjacency matrices achieve similar time
synchronisation performance.

3) Scalability Evaluation of the Proposed GNNs: Our GNN
models, trained on swarms of 50 UAVs, are also evaluated

under various swarm sizes, and the results are presented in Fig.
[@land Table[VIl When the number of UAVs in the swarm is less
than or equal to 200, the trained GNN models allow the UAV
clocks to achieve time synchronisation during the simulations.
As shown in Fig. [] the convergence time increases with the
swarm size. From Table the costs associated with the GNN
models are higher than those of the centralised controller,
mainly due to the longer convergence times. Overall, without
requiring re-training, the proposed distributed graph neural
networks achieve synchronisation performance comparable to
that of the centralised controller F*, even when scaled to
larger swarm sizes, such as 200 UAVs.

However, our trained GNN models fail to achieve synchro-
nisation during the simulations when the swarm size exceeds
400 UAVs. This may be due to the slow convergence speed
(i.e. a large convergence time), as indicated in Fig. [4| Further
investigation is needed to understand the reason behind this
phenomenon.

C. GNN-based Resilient Synchronisation under Link Failures

In the literature, various types of jamming attacks have
been studied, including constant jamming and random/periodic
jamming attacks [6]. Even though these attacks differ in their
interference signal transmission strategies, they share a com-
mon goal: to disrupt communication links either temporarily
or permanently. Accordingly, to evaluate the resilience of our
trained GNN models under changing swarm networks, we
simulate the temporary and permanent communication link
failures caused by jamming attacks, as shown in Fig. [5]

For Attack Mode 1, the circular attack zone remains fixed,
while a swarm flies through it (see Fig. [5a). As a result,
the swarm communication network topology is temporarily
compromised. For Attack Mode 2, we continuously disrupt the
communication among UAVs within a certain circular zone of
an aerial swarm (see Fig. [5b). This means that the jamming
attacks permanently change the wireless network topology.
During the simulations, we vary the attack radius from 1.0m
to 2.5m in increments of 0.5 m.

Figs. [6] and [7] show the evolution of the clock offset and
synchronisation precision Alt] under the proposed distributed
GNN-based control policy ®, (H; L, W), the centralised con-
troller /* and the conventional distributed controller, in the
presence of the temporary (i.e. Attack Mode 1) and permanent
(i.e. Attack Mode 2) communication link failures, respectively.
It is important to note that each subplot in Fig. [6] contains the
offsets of all the 50 UAVs, which are also used to compute
the precision A[t]. In contrast, each subplot in Fig. [7| includes
only the clocks of the UAVs that are not affected by jamming,
and these are used to calculate A[t]. In both attack modes
and across different attack radii, our trained GNN models and
the centralised controller are able to maintain clock synchro-
nisation during the simulations. The synchronisation perfor-
mance of the proposed GNN-based control policy remains
comparable to that of the centralised controller under both
the temporary and permanent communication link failures,
without requiring re-training.

For the conventional distributed controller in Attack Mode
1 (i.e. temporary link failures; see Fig. [6), the low convergence
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TABLE VI

AVERAGE AND STANDARD DEVIATION OF Z;Tzo C[t] FOR DIFFERENT SIZES OF SWARMS.

Num of UAVs in Swarms 25 50 100 200
F* 0.32+£0.017 | 0.33£0.018 | 0.34 £0.0092 0.34 £ 0.0079
D) (x[t], Lit]; W) 0.36 £0.025 | 0.97 £0.091 10.59 £ 1.05 200.31 £ 39.00
Dy, (x[t], L{t]; W) 0.38 £0.039 1.15+0.21 12.85 £ 2.76 234.20 £+ 40.74
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Fig. 5. Jamming attacks disrupt wireless communication among UAVs within a specific circular zone. (a) Attack Mode 1: the swarm flies through a fixed
circular attack zone, leading to the temporary link failures. (b) Attack Mode 2: attacks continuously disrupt wireless communication among UAVs within a

fixed circular zone, resulting in the permanent link failures.
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Fig. 6. Evolution of 0[t] and A[t] using the distributed GNN-based control policy ®} (x[t], L[t]; W), the centralised controller 7* and the distributed
controller under the temporary communication link failures caused by Attack Mode 1. (a) Attack radius equals 1.0 (left) and 1.5 (right). (b) Attack radius is
2.0 (left) and 2.5 (right). The shaded regions indicate the periods during which the swarm experiences the temporary link failures.

speed results in poor synchronisation among the UAV clocks.
During the attack period (i.e. the shaded regions in Fig.[6), the
offsets drift continuously, and the precision increases slightly,
as the clocks operate in free-running mode without achieving
consensus on the skews. Once the disrupted communication
links recover, the clocks can still be re-synchronised using the
distributed controller. The same offset-drifting phenomenon is
also observed under the GNN-based control policy. However,
due to its high convergence speed, @, (H;L, W) allows all
the clocks to rapidly achieve synchronisation, leading to a
tiny precision value, as shown in Table [VII Even during the
attack period, when the clocks are in free-running mode, the
precision Alt] remains low owing to the consensus among,
and the small magnitudes of, the clock skews. Furthermore,
A[t] under the GNN-based control policy exhibits a decreas-

ing trend throughout the simulations. This implies that the
temporary communication link failures have little effect on
the synchronisation performance, once the system reaches the
steady synchronised state.

In Attack Mode 2, the permanent communication link
failures in a subset of the swarm, namely, a fixed circular zone,
leads to a more sparsely connected wireless network. This
further degrades the convergence speed of the conventional
distributed controller. For instance, as shown in Fig. m when
the attack radius is 2.5m, the clock skews remain unsyn-
chronised across the swarm, causing only a weak consensus
trend in the offsets. Owing to the sparse swarm network
topology in Attack Mode 2, the convergence speed under the
GNN-based control policy is slightly reduced. However, clock
synchronisation can still be achieved. The mean values of the
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Fig. 7. Evolution of 6[t] and A[t] using the distributed GNN-based control policy ®} (x[¢t], L[t]; W), the centralised controller 7* and the distributed
controller under the permanent communication failures caused by Attack Mode 2. (a) Attack radius equals 1.0 (left) and 1.5 (right). (b) Attack radius is 2.0

(left) and 2.5 (right). The shaded regions represent that the swarm experiences the permanent link failures throughout the entire simulation.

TABLE VII

AVERAGE AND STANDARD DEVIATION OF A[t] OVER 100 STEPS BEFORE AND AFTER ENTERING/LEAVING THE ATTACK AREA FOR @, (x[t], L[t]; W)
UNDER VARIOUS ATTACK RADII IN THE TEMPORARY COMMUNICATION LINK FAILURES CAUSED BY ATTACK MODE 1.

Alt] before exit [us]

Alt] after exit [us]

2.86 x 107 £3.66 x 10— 7

1.63 x 1078 £2.07 x 10—

2.24 x 1075+ 4.26 x 10~6

1.82x 107 £2.91 x 10~ 7

1.25 x 107° £2.38 x 10~ ?

1.06 x 10~ £1.71 x 10~©

Attack radius [m] Alt] before entry [us] Alt] after entry [us]
1.0 8.30 x 1072 £8.00 x 10=3 | 1.23 x 10T+ 1.33 x 10~ %
1.5 1.83x 1072 +£1.75x 1072 | 3.37x 1077 £3.95 x 10~ %
2.0 3.79x1072+£3.63 x 1072 | 826 x 10-*£9.88 x 10~ %
2.5 7T71x1072£7.40x 1072 | 1.90 x 10-3 £2.40 x 10~3

5.70 x 10°° +£1.13 x 10~ %

5.64 x 10°%4+9.23 x 10~ 6

TABLE VIII

MEAN AND STANDARD DEVIATION OF ZtT:o C[t] FOR GNNS TRAINED USING TWO DIFFERENT SCHEMES

UNDER THE TEMPORARY COMMUNICATION LINK FAILURES CAUSED BY ATTACK MODE 1.

Attack radius [m] A The pl:Op(?SCfi CfNN pollc.y on (x[t], P[t]; W) Expert control policy 7* | Conventional distributed control
dversarial imitation learning | Imitation learning
0.0 1.13+0.14 1.14 £ 0.15 0.33 £0.018 80.16 + 12.90
1.0 1.59 + 0.46 1.59 + 0.45 0.34 £0.013 106.40 + 24.24
1.5 3.96 £1.91 3.99 +2.03 0.36 £ 0.012 157.51 + 55.82
2.0 16.20 £ 13.79 16.07 £ 13.55 0.39 £0.014 283.81 £ 142.55
2.5 52.18 £ 36.67 51.34 + 35.63 0.45 £ 0.021 566.07 £ 368.42

precision A[t] over the last 100 steps (i.e. 1s) under the four
attack radii are 1.44x 10719 us, 1.10x 103 us, 3.50x 1073 s,
and 9.60 x 10~2ps, respectively. For the performance of
&y, (H; L, W) when the swarm is split into two disconnected
parts due to permanent communication failures, please refer
to the Appendix.

Tables and [X] show that the GNN models under both
training schemes are resilient against the communication link
failures caused by two types of jamming attacks. Moreover,
the GNN models trained with adversarial imitation learning
[i.e. Equ. (I9)] demonstrate slightly better performance than
those trained with imitation learning. This is particularly clear
when the attack radius is zero (i.e. no wireless link failures
occur during testing) or under the permanent communication
link failures (i.e. Attack Mode 2).

V. CONCLUSION

In this work, we have introduced the distributed graph neural
networks ® (H; L, W) for synchronising clocks among UAVs.
This approach is applicable to large swarms or those with
dynamic wireless networks affected by the high mobility or
the temporary and permanent wireless link failures.

We propose integrating the heat kernel into the GNN
architecture, allowing it to retains low-frequency graph signals
while attenuating high-frequency ones. This is consistent with
the aim of time synchronisation, which is to ensure that the
states of all the clocks are the same, corresponding to low-
frequency graph signals. By setting K to 1, each UAV in the
swarm is modelled as a node in our GNN architecture, where
the one-hop feature aggregation is equivalent to the one-hop
packet exchange between neighbouring UAVs. The swarm’s
distributed communication network is naturally represented
through the GNN’s message-passing scheme. Thus, stacking
L layers allows each node to aggregate information from its
L-hop neighbourhood, without requiring a fully-connected net-
work topology. The proposed distributed GNNs ® (H; L, W)
reduce communication overhead, when compared to state-of-
the-art decentralised GNNSs, such as those in [31].

Leveraging the adversarial imitation learning scheme, our
GNN-based control policies achieve the similar synchronisa-
tion performance (without requiring re-training) when scaled
to large swarms, as compared to the centralised controller
using a fully-connected wireless network. Once trained, the
proposed GNN-based control policies are also resilient to vary-
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TABLE IX
MEAN AND STANDARD DEVIATION OF Ztho c[t] FOR GNNS TRAINED USING TWO DIFFERENT SCHEMES
UNDER THE PERMANENT COMMUNICATION FAILURES CAUSED BY ATTACK MODE 2.

Attack radius [m] 3 The p Izopqse_d G.NN pollc_y On (x[t], P[t]; W) Expert control policy 7* | Conventional distributed control
dversarial imitation learning | Imitation learning
0.0 1.13+0.14 1.14 +0.15 0.33 £ 0.018 80.16 + 12.90
1.0 1.93+0.35 1.94 4+ 0.33 0.33 £ 0.014 165.80 + 22.13
1.5 5.70 £ 1.67 5.77+£1.85 0.33 £ 0.016 447.02 + 66.25
2.0 15.78 £ 4.44 15.91 £4.73 0.33 £0.017 1123.84 £ 203.57
2.5 78.53 £+ 39.65 76.42 + 33.63 0.32 £0.016 3523.94 £ 704.55
ing wireless networks, including the temporary or permanent 35 — i i
.. . . L . °© Disrupted UAVs
communication link failures, and can maintain synchronisation 30F . 1
. .. . ® Uncompromised UAVs
even when the swarm is split into two disconnected parts. 251 |
Therefore, our proposed distributed graph neural networks can 20l
serve as a backup controller in safety-critical aerial swarms. % s
st |
e 10 t =500 8
APPENDIX: SPLITTING SWARMS INTO TWO
DISCONNECTED PARTS UNDER ATTACK MODE 2 5 1
N . . . t=1 1
For the permanent communication link failures in Attack 0—
5 i i i i i i
Mode 2, we also study the performance of the proposed s 0 5 10 15 20 25 30 35

GNN-based control policy in the case where a swarm is
split into two disconnected parts, as shown in Fig. [§] Fig.
E] shows the evolution of the clock offset, skew and precision
under @y, (x[t], L[t]; W) and two traditional controllers in
this scenario.

In Fig.[9] even though the swarm is split into two parts, our
GNN-based control policy @, (x[t], L[t]; W) still allows the
clock offsets in each part to converge to consensus. A similar
phenomenon is observed under the conventional distributed
controller; however, its convergence speed is lower, and the
clocks fail to achieve consensus during the simulations. For the
centralised controller, despite the swarm being split into two
parts, the UAVs in both parts can still communicate with the
central UAV. Hence, all the UAV clocks in both parts achieve
synchronisation. This is also reflected in the evaluation of A[t].
The precision values under both the GNN-based control policy
and the distributed controller increase, while the precision Alt]
under the centralised controller remains near zero during the
steady synchronised state.

Overall, even when the permanent communication link fail-
ures split a swarm into two disconnected parts, the proposed
distributed GNN-based control policy @, (x[t], L[t]; W) can
still achieve resilient time synchronisation in each part.
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